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D Listening Quiz
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Fareed Zakaria The thing that I think people worry about is
the ability to trust Al. And part of that trust, I think, always
comes when you understand how it works. And one of the
problems is figuring out why it does what it does. Do you think
that we will get there, or is it getting so inherently complicated
that we are at some level just going to have to trust the black
box?

Sam Altman [ think humans are pretty forgiving of other
humans making mistakes but not really at all forgiving of com-
puters making mistakes. And so people who say things like,
“Self-driving cars are already safer than human-driven cars”—it
probably has to be safer by a factor of between 10 and 100
before people will accept it, maybe even more. And I think the
same thing is going to happen for other Al systems.

I also think that what it means to verify or understand what’s
going on is going to be a little bit different than people think
right now. I actually can’t look in your brain and look at the
100 trillion synapses and try to understand what’s happening at
each one and say, “OK, I really understand why he’s thinking
what he’s thinking.” But what I can ask you to do is explain to
me your reasoning. And you can explain, “First this, then this;
then there’s this conclusion, then that one, and then there’s
this.” And I can decide if that sounds reasonable to me or not.
And I think our AI systems will also be able to do the same
thing.
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